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Abstract. The central challenge from the Precautionary Principle to statistical methodology is to help delineate (preferably 
quantitatively) the possibility that some exposure is hazardous, even in cases where this is not established beyond 
reasonable doubt. The classical approach to hypothesis testing is unhelpful, because lack of significance can be due either 
to uninformative data or to genuine lack of effect (the Type II error problem). Its inversion, bioequivalence testing, might 
sometimes be a model for the Precautionary Principle in its ability to “prove the null hypothesis”. Current procedures for 
setting safe exposure levels are essentially derived from these classical statistical ideas, and we outline how uncertainties 
in the exposure and response measurements affect the no observed adverse effect level, the Benchmark approach and the 
“Hockey Stick” model. A particular problem concerns model uncertainty: usually these procedures assume that the class of 
models describing dose/response is known with certainty; this assumption is, however, often violated, perhaps particularly 
often when epidemiological data form the source of the risk assessment, and regulatory authorities have occasionally 
resorted to some average based on competing models. The recent methodology of the Bayesian model averaging might be 
a systematic version of this, but is this an arena for the Precautionary Principle to come into play?
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INTRODUCTION

Barnett and O’Hagan [1] formulated the consequence 
of the Precautionary Principle for the use of scientific 
knowledge in setting environmental standards: “In gen-
eral, we have seen that weak knowledge must lead to more 
stringent standards, on precautionary grounds. The value 
of science is to allow us, where appropriate, to relax the 
standards”. In the present paper we analyze this aim in 
the context of several statistical approaches in environ-
metrics.

POPPER FALSIFICATION AND THE CLASSICAL 
STATISTICAL HYPOTHESIS TESTING THEORY

The central principle of Karl Popper’s epistemology is that 
science progresses through the formulation of precise hy-
potheses which experimental data may then falsify. Follow-
ing falsification the research must formulate new hypotheses 
which can then subsequently be tested versus new data from 
reality, etc. The significance test as formulated by Fisher [2] 
is very parallel to this concept. He stated: “A test of signifi-
cance contains no criterion for “accepting” a hypothesis. Ac-

I N T E R N A T I O N A L  C O N F E R E N C E  —  T H E  P R E C A U T I O N A R Y  P R I N C I P L E



IJOMEH 2004; 17(1)148 IJOMEH 2004; 17(1) 149

cording to circumstances it may or may not influence its ac-
ceptability”, and also emphasized that “no scientific worker 
has a fixed level of significance at which from year to year, 
and in all circumstances, he rejects hypotheses”.
Confronted with a putative environmental hazard, the 
Precautionary Principle does not find it satisfactory only 
to look for possible falsification of the claim that there is 
no hazard. This is because there are two very different rea-
sons for the available data not containing evidence against 
this hypothesis: either there may indeed be no effect or an 
effect of a size below biological interest, or the data may 
be too noisy (often because there are too few of them) to 
enable any precise conclusion. The latter situation is now-
adays termed “Type II error” in hypothesis testing theory 
and can be said to constitute the main problem in drawing 
precautionary conclusions from empirical evidence.
This dilemma has been noted in other areas of biostatis-
tics, and a notable example is bioequivalence testing [3], 
which roughly speaking aims at proving that a new drug 
has the same effect as an old drug. A standard approach 
here is to twist classical hypothesis testing around: if q is a 
measure of the difference between the new drug and the 
old drug, one postulates the null hypothesis

H0: q < -d or q > d
HA: -d ≤ q ≤ d

If the null hypothesis H0 is rejected, there is support for 
claiming bioequivalence; we falsify that the old drug and 
the new drug are different.

ARE THE EFFECTS OF STATISTICAL 
UNCERTAINTY ON CONVENTIONAL APPROACHES 
TO SETTING ENVIRONMENTAL STANDARDS 
IN ACCORDANCE WITH OR AGAINST THE 
PRECAUTIONARY PRINCIPLE?

We now turn more specifically to studying the effect of sta-
tistical uncertainty on three commonly used approaches to 
setting environmental standards.

No observed adverse effect level
The no observed adverse effect level (NOAEL) is a com-
monly used starting point for deriving reference doses 

from standard toxicological animal experiments. Doses 
are given at a relatively small number of discrete levels 
(including 0), and the NOAEL is defined as the highest 
dose that does not show increased risk over that of dose 
0. This is usually interpreted in the standard hypothesis 
testing framework which implies that the more evidence 
(number of observations, precision of risk measure) the 
lower the NOAEL.
It is seen that the less evidence, the higher the standard, 
and we may therefore say that NOAEL is anti-precaution-
ary.

The Benchmark approach
Crump [4] proposed the Benchmark approach to set-
ting reference doses with one important motivation 
being the above mentioned anti-precautionary property 
of the NOAEL. The Benchmark approach defines the 
Benchmark dose (BMD) as the dose or exposure that 
corresponds to a specified increase (the Benchmark risk 
– BMR) in risk over the risk in an unexposed population. 
The BMD is estimated by fitting a dose-response model to 
the data. A statistical lower bound (BMDL) on the BMD 
then replaces the NOAEL in determining an exposure 
guideline [5]. It is easily seen that smaller studies lead 
to lower BMDL, so that in this sense the Benchmark ap-
proach is precautionary.
The Benchmark approach is amenable to application 
on epidemiological exposure-response data, and Budtz-
Jrgensen et al. [6] gave a detailed survey of the litera-
ture and further discussion. In particular, these authors 
showed that the larger the variance around the dose-re-
sponse curve, the larger the BMDL. This possibly some-
what counterintuitive property is a consequence of two 
opposing effects of increased random response variation: 
on one hand, the BMDL is lower as a result of increased 
estimation uncertainty, on the other hand, the response 
distribution becomes more dispersed, which will lead to a 
higher estimated BMD because the same increase in ex-
pected test performance corresponds to a smaller increase 
in the risk of an abnormal response. It is a mathematical 
fact that the latter effect will dominate the former, an anti-
precautionary property.
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It is useful in this connection to recall that Slob [7] empha-
sized that the variance around the dose-response curve 
should reflect the actual variation in the target popula-
tion, which is often quite different from that underlying 
the calculations, particularly if these are based on toxicol-
ogy experiments.
Budtz-Jrgensen et al. [8] have recently documented that 
measurement error in the exposure measurement leads 
to overestimation of BMD and BMDL, which in our par-
lance means that measurement error in the exposure vari-
able makes the Benchmark approach anti-precautionary.

Hockey-stick models
A simple approach to setting standards is to postulate 
that the exposure-response relationship has the shape of 

a hockey-stick in the sense that it is zero up to a certain 
breakpoint and increases linearly thereafter (Fig. 1). 
To investigate the effect of the size of the experiment, 
the variation around the dose-response curve and mea-
surement error in the exposure, we conducted a small 
simulation study reported in Table 1. It is seen that small 
experiments and large variance around the exposure-
response relationship both lead to overestimation of the 
breakpoint. In our parlance these uncertainties make the 
hockey-stick models anti-precautionary. On the other 
hand, measurement error in the exposure decreases the 
estimate of the breakpoint, so that the hockey-stick model 
approach is precautionary in the face of this uncertainty.

MULTIPLICITY PROBLEMS

In some situations there are several manifest measures of 
an underlying latent exposure, and there may be several 
end-points. One such example is the study in the Faroe 
Islands on possible cognitive effects of prenatal exposure 
to methylmercury [9]. The mercury exposure of the fetuses 
was assessed both through the mercury concentration in 
the mother’s hair at parturition and from the concentra-
tion of mercury in the cord blood. In addition, the amount 
of the mother’s whale intake and fish intake during preg-
nancy were assessed through interview. The general end-
point of “cognitive effects” was operationalized through 
an array of cognitive tests with no very specific prior hy-
pothesis about the relative importance of these.
In such a situation, the classical statistical-epidemiological 
advice is to exercise considerable caution towards possible 
spurious effects of the inevitable “fishing expeditions” in 
the search for statistical significance in the data. Grand-
jean et al. [9] were well aware of this danger and took 
several kinds of precautions, notably by fixing a common 
set of confounders for all statistical tests, but the general 
problem remains.
One viewpoint is that there is essentially one latent active 
exposure variable, of which the various observed mercury 
concentrations are manifestations, and that there is one 
or a small number of cognitive response variables, collec-
tively represented by the actual tests. Framed in this way 

Table 1. Simulation study*

Number of 
observations

Measurement error in dose

0% 0% 20%

Residual variance in response

0.05 0.5 0.5

20
50

100

3.12
3.04
2.03

4.70
3.59
2.99

4.23
3.03
2.37

* Median estimate of the breakpoint in 250 Monte Carlo simulations of data sets from a 
hockey-stick model with a varying number of observations and different degrees of residual 
variation in the response and different degrees of measurement error in the exposure. The 
exposure measurement error variance is given in percent of the variance in the true expo-
sure. In all simulations the true exposure is uniformly distributed from 0 to 10 while true 
breakpoint is 3.

Fig. 1. Hockey-stick model. The exposure-response relation is zero up 
to a certain (unknown) breakpoint and increases linearly thereafter. 
In this case Response = 2 + 0.1 max(0, Exposure – 3) + error, where 
the number of observations is 100 and the variance of the error is 0.05.
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a structural equations approach is natural, and this was 
carried through in considerable detail by Budtz-Jrgensen 
et al. [10,11].
The Precautionary Principle may, however, encourage focus 
on the “most sensitive” end-point, which was indeed recom-
mended in the practical implementation of the Faroe study 
by the National Research Council [12] in its report on toxi-
cological effects of methylmercury. Crump [13] mentioned 
this issue in his overview of the application of the Bench-
mark approach to continuous response variables.
As documented by Budtz-Jrgensen et al. [10,11], the 
strength of the association between exposure and response 
was practically the same for the general effect as modeled 
by the structural equation approach as it was for the effect 
of cord blood mercury concentration on the most sensitive 
end-point. Implementation of the Benchmark approach in 
the structural equations context is under way.

MODEL UNCERTAINTY

Our final topic concerns the fact that there are in practice 
many choices to be made regarding the exact selection of 
statistical model. One issue regards selection of confound-
ers, which we for the Faroe study briefly mentioned above. 
A systematic study was performed by Budtz-Jrgensen 
[14]. Standard covariate selection procedures produce a 
final model, and it is then conventional, albeit obviously 
untrue to quote standard errors as if this final model had 
been postulated without regard to the data. A detailed 
bootstrap analysis was able to take into account the se-
lection uncertainty of various commonly recommended 
selection procedures and showed that for the case of the 
Faroe study the lowest honest standard error was obtained 
by keeping at least most covariates in the model. Indeed 
the compromise but systematic choice by Grandjean et al. 
[9] fared particularly well in this comparison.
Another matter regards the choice of exposure-response 
relationship. This is particularly tricky for epidemiological 
data where the zero-dose is usually poorly represented, so 
that although various models may fit almost equally well 
within the range of observed data, extrapolation to zero 
level can yield very different results. This uncertainty has 

led Crump [15] to recommend that attention be restricted 
to exposure-response relationships of the type adK for 
K ³ 1, based on a subject matter argument that values of 
K < 1 are unbiological. Budtz-Jrgensen et al. [6] docu-
mented a considerable uncertainty connected to using the 
Benchmark approach for the K-power models, a square 
root model and a logarithmic exposure-response model, 
and the National Academy of Sciences (NAS) report [12] 
concluded that a linear model was to be preferred on 
grounds similar to those advocated by Crump [15].
The biological arguments may not be definitively convincing 
in this case, and regulatory authorities have been tempted to 
produce some kind of average of the results of using various 
models [16]. From the viewpoint of the Precautionary Prin-
ciple one could possibly argue that the exposure-response 
model yielding a reasonable fit and producing the lowest 
reference dose should be preferred, but if the environmen-
tal standard is to be determined completely or mainly on 
epidemiological evidence, this “maximin” approach may be 
too extreme from a general judgement.
The recent general statistical-methodological interest in 
the Bayesian Model Averaging [17] has been considered in 
the context of setting a standard for the content of arsenic 
in drinking water [18]. The general idea is to specify a set 
of suitable models, usually weighted equally a priori. From 
these posterior model probabilities are computed, reflecting 
the likelihood that a model holds, given the observed data. 
The results are then averaged with respect to these poste-
rior probabilities, so that the better fitting models get up-
weighted at the expense of more poorly fitting models. This 
approach is heavily computer-intensive but feasible.
Our view regarding the suitability of this averaging approach 
for setting standards is cautious. If different models yield 
grossly varying safety limits, the most reasonable conclusion 
is not necessarily some kind of average, no matter how much 
its calculation may be based on general principles.
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